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Rosenqvist was a communist and was forced to leave the Norwegian 
Defense Research Establishment in 1950 because of his political views. He was 
also highly controversial in the 70s and 80s for his science based, but politically 
“incorrect”, views on the effects of acid rain on Norwegian lakes. Although he 
was often used as an external consultant by public and private organisations 
because of his expertise on a broad range of topics relevant for engineering 
projects, including the properties of clays, he saw this activity as part of his duty 
as a university professor and refused to accept private income for it.

Although we don’t share all of his political views, we certainly believe that 
Ivan Rosenqvist was an example to follow as a person who was willing and able 
to extend his science to other disciplines whenever he felt that this was necessary 
to make his research relevant for society.



�����������  ���� p������� � �� � � � � � �  � �  � � � � � �  �VI

The moment one gives close attention to any thing,  
even a blade of grass, it becomes a mysterious,  

awesome, indescribably magni�cent world in itself.

Henry Miller
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PREFAcE 

The authors of this volume share a common interest in the patterns of the Earth 
and what these patterns can tell us about how the Earth works. Thus, we are 
particularly interested in patterns that emerge spontaneously during some 
geological processes, rather than patterns that are dictated by a pre-existing 
template or natural heterogeneity formed or controlled by factors external to the 
system of interest. We are tempted to suggest that the group of geoscientists, 
who tend to favour natural heterogeneity as the source of most natural patterns, 
ignores the fact that these heterogeneities must be derived from somewhere and 
that this somewhere might be a more interesting place than the simple linear 
world dominated by small causes and dull effects. Moreover, we believe that by 
studying emergent patterns, we broaden the scope of geoscience from a strictly 
disciplinary domain, to a more integrated part of natural science where cross 
disciplinary links must be made to connect causes and effects in a meaningful 
and precise way.

Geochemistry was born as a new science when Victor Goldschmidt (1911) 
applied thermodynamics to understand the distribution of minerals in the contact 
aureoles around the intrusives in the Oslo Rift. More recently, geomicrobiology has 
become a rapidly growing scienti�c discipline in its own right. Chemical reactions 
in geosystems at temperatures below the boiling temperature of water are often 
controlled by microorganisms and microorganisms are too dependent on inter-
actions with Earth materials to explain such processes without this new branch 
of natural science. It is neither a branch of geoscience nor of biology but both.
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The conceptual framework that exists within traditional geochemistry 
must be expanded to include among other factors: mechanical processes, a more 
adequate description of �ow processes (both complex �ows such as turbulence 
and �ow in/on complex media), effects of surface forces and biological activity, 
if we are to understand the variety of the patterns and processes generated by 
the action of reactive �uids on and below the Earth’s surface. This dynamic 
system thinking has in many respects become a new paradigm in Earth Sciences, 
commonly referred to as Earth Systems Sciences. The birth of this paradigm is a 
consequence of our increasing ability to treat complex natural systems in a quan-
titative way. It is also a consequence of the increasing demand for Earth science 
to be able, not only to produce qualitative insights about the Earth’s past, but also 
to provide quantitative predictions about the future of our planet.

In this issue, we describe a number of patterns that emerge from the inter-
actions between reactive �uids and rocks and we discuss their origin. The paper 
is organised with respect to which processes are involved and how they are 
coupled to produce emergent patterns, rather than according to which geological 
system they occur in. This is natural for us because we wish to focus on dynamic 
processes in geosystems and because we have approached the Earth from quite 
different angles. Bjørn saw the complexity of the Earth’s interior from the perspec-
tives of a petrologist, whereas Øyvind started out as a mathematically inclined 
palaeontologist fascinated by the patterns of life through geological history. Our 
meeting point is pattern forming processes, not speci�c geological systems. An 
interest in pattern forming processes was also the starting point for our research 
centre PGP (Physics of Geological Processes), at the University of Oslo, where 
we have both worked for the past 9 years.

Many Earth scientists have considered pattern formation to be an esoteric 
interest, a diversion that brings us capriciously from geosystem to geosystem 
without taking any system particularly seriously and without a serious concern 
about the big questions in Earth sciences. We might also appear to be unconcerned 
about the relevance of our science because important issues such as where to 
�nd natural resources and how pollution will spread from a waste dump require 
focus on pre-existing heterogeneities such as fractures, layering, cap rocks, etc, 
rather than on process related pattern formation and the emergence of structure 
and heterogeneities.

To some extent, such a criticism is justi�ed. In our defence, we argue that 
we are driven by a curiosity that is naturally more inclined toward understanding 
how the Earth works than in controlling it or exploiting its resources. Such a curi-
osity driven approach might not be entirely irresponsible because it is connected 
to a humbleness and respect for Nature that is essential if sustainable develop-
ment is ever to become a realistic option. In some sense, we also feel that our 
process oriented and pattern forming focus brings the Earth sciences closer to 
us as humans. Today, when society is spending energy at a rate of ~15 TW, 
corresponding to ~40% of the total heat loss from the Earth’s interior and by 
some measures, moves more solid mass than rivers, there can be no doubt that 
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humans are a major geological force. Understanding the effects of this human 
forcing requires a more fundamental insight into geological processes than has 
often been required to exploit the Earth as an “external” reservoir of energy and 
resources.

Finally, the pattern forming focus also brings an aesthetic dimension to 
our science that we �nd interesting and rewarding and hence motivating. There 
is truth in beauty.

Bjørn Jamtveit and Øyvind Hammer
Physics of Geological Processes.

University of Oslo.
P.O. 1048 Blindern, N-0316 Oslo, Norway
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The water which rises in the mountains  
is the blood which keeps the mountain alive.

LEONARDO DA VINCI
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ScULPTING OF RO cKS  

bY REAcTIVE FLUI dS

	    ABstraCt

Interactions between rocks and reactive �uids produce a plethora of patterns, 
often visible to the naked eye, both at the Earth’s surface and at depth. Patterns 
arise from the coupling between chemical reactions, transport and sometimes, 
mechanical processes in systems where �uids and solids are at least initially 
suf�ciently far from thermodynamic equilibrium for non-linear processes to 
operate. Surprisingly often, similar patterns are formed at different scales under 
very different conditions in systems with different chemical compositions. For 
example, many of the patterns formed by growth and dissolution processes medi-
ated by reactive �uids at or near the Earth’s surface can also be seen in ice. This 
independence of details, or universality, has inspired us to organise this issue in a 
way that might appear to be unusual in a geochemistry context, by emphasising 
the similarities and differences in shapes rather than compositions.

After introducing the principles of pattern formation and reviewing the 
reaction path approach to reactive transport modelling, which requires a full and 
explicit account of homogeneous and heterogeneous chemical reactions, we begin 
a pattern focused discourse with a discussion of simple, surface normal growth. 
From the spheroidal shapes that result from surface normal growth, we continue 
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toward the branched and dendritic patterns arising from growth in a diffusive 
�eld. Then, the symmetry breaking effects of �uid �ow, demonstrated by growth 
and dissolution processes on free surfaces, are introduced.

The effects of con�nement in subsurface environments add another level 
of complexity because growth is often tightly coupled to dissolution under these 
conditions and volume changing reactions generate local stresses. Consequently, 
reactive transport in porous and/or fractured rocks is, in general, coupled with 
mechanical processes. To avoid the additional challenges of time dependent 
deformation processes such as creep, only elastic deformation and fracturing 
are discussed, with a focus on fracturing because many of the most spectac-
ular patterns observed in reactive �uid-rock systems are strongly in�uenced by 
fracturing. Deformation that is slowly driven by stresses that are continuously 
generated by heterogeneous reactions between rocks and �uids often leads to 
hierarchical fracturing, which divides rock or mineral volumes into successively 
smaller pieces by smaller and smaller fractures. Hierarchical fracturing occurs 
during both serpentinisation and spheroidal weathering and it provides �rst order 
controls on the evolution of reactive surfaces area and thus overall reaction rates. 
Then, we explicitly describe how stresses are generated by growth in pores and 
again point to the lessons that can be learnt by comparing �uid rock systems to 
the chemically simpler situation represented by the growth of ice in soils or rocks 
and the similarities between them. The potential implications of reaction driven 
fracturing for in situ carbon sequestration are also emphasised.

Finally, we discuss the signi�cance of the scaling behaviour of patterns and, 
in particular, the connections between patterns and processes.

Water is �uid, soft and yielding.  
But water will wear away rock, which is rigid and cannot yield.  

As a rule, whatever is �uid, soft and yielding,  
will overcome whatever is rigid and hard.  

This is another paradox: what is soft is strong.

LAO-TZU (600 B.C.)
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	1.	  
INtrOdUCtiON

The morphology of rocks is continuously transformed by the action of water, 
wind, chemical reactions, mechanical forces and bio-activity. Weathering and 
erosion carve out exquisite patterns, while chemical and biological processes 
drive pattern formation via accretion and break down. At large scales, these 
processes are studied by geomorphologists and at the smallest scales, by mate-
rial scientists. Geological pattern formation at intermediate scales has received 
far less attention, although it is primarily at these scales that we observe rocks. 
Our imaging techniques have a curious gap in the range of scales. At micrometre 
scale, we have microscopes and at larger scales, a battery of remote sensing tech-
niques. However, at the human scale, rocks are more rarely depicted, described 
and explained. As a result, we are often unable to answer the most basic of all 
geological questions: Why does a rock look like it does?

Fluid and solid phase chemistry is, of course, crucial for mesoscale geolog-
ical pattern formation. However, to form a pattern, chemical constituents have 
to move, often by diffusive or convective transport in a �uid. Mechanical forces, 
often considerable, contribute whether material is added or removed. Finally, 
biological processes can add further complexity. All these players contribute to 
intricate causal networks with multiple feedbacks and geometric patterns emerge 
as a result of, but also as a part of, the system. Studying such networks requires 
a multidisciplinary approach in which geochemistry, solid and �uid mechanics 
and biology are all brought together to understand how the entire system works.

Perhaps the most striking patterns are formed where rock surfaces interact 
with �owing water or air. In such places, complex �ow, laminar or turbulent, can 
contribute to the formation of intricate patterns, such as tafoni, travertine terraces, 
dissolution scallops and rilles. Such interfaces are also prime territory for biota, 
which are sometimes involved in the formation of shapes such as botryoids and 
stromatolites.

If space is not available for pattern formation, material has to be replaced 
or space must be provided by deformation or dissolution. This involves crystal 
growth in pores, volume changes and the resulting mechanical stresses, which 
drive ductile and brittle deformation. The changes in geometry and the opening 
of new conduits accelerate and control �uid �ow, driving the processes further. 
Mechanochemical coupling in the presence of �uids is responsible for most 
weathering processes and it is also important deeper in the subsurface. One 
example of potential industrial relevance is natural and arti�cial geological 
sequestration of reactive �uids, including serpentinisation and carbonation of 
ma�c and ultrama�c rocks.

In this wide ranging and perhaps bewildering �eld, there are recur-
rent themes of a more theoretical nature. The study of complex and emergent 
processes can bene�t from systems thinking on a more abstract level, aided by 
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computer simulation and pattern formation theory, sometimes borrowed from 
developmental biology. In this overview, we present a number of computer models 
using a wide range of abstraction levels, from almost purely geometric models to 
mechanistic models using detailed equations for fundamental processes. These 
different approaches to modelling are suited for answering different questions 
– and they are all useful.

 1.1	Principles of pattern formation

Patterns in geology and biology raise fundamental questions about how nature 
works. A naive interpretation of the second law of thermodynamics implies that 
the world should tend toward homogeneous noise. While this might be the case 
for the universe as a whole, it is obviously not true at a local scale or for limited 
time periods. Pattern formation exports structural entropy to other regions or 
other degrees of freedom. It turns out that this usually happens through only a 
few basic principles, mainly involving nonlinear feedback mechanisms. Identi-
fying these principles in a geological system is a fruitful way of investigating and 
understanding geological pattern formation (Hammer, 2009). A more elaborate 
discussion of the pattern concept is given in the Supplementary Section at the 
end of this paper.

1.1.1	 Positive feedback and lateral inhibition

The fundamental requirement for any pattern to form is localisation. There has 
to be some mechanism that maintains spatial and temporal coherence and 
stimulates its own growth. For example, a crystal enhances its own growth by 
providing a growth surface that makes further nucleation redundant and a crack 
enhances its growth by stress concentration at the crack tip. A city attracts more 
people the larger it is; a river digs deeper and produces a larger catchment area 
the larger it is. These are examples of positive feedback processes. They lead to 
exponential, explosive increase, unless checked by other processes.

Positive feedback is necessary but not suf�cient to produce a pattern. A 
competitive situation, in which the larger or earlier elements of a system win over 
elements nearby, leading to a pattern of separated units can occur if the elements 
inhibit growth at a distance (lateral inhibition). Such overdispersed distributions 
can be detected by standard methods from spatial statistics for detecting devia-
tions from spatial homogeneity, such as Ripley’s K analysis (more information in 
the Supplementary Section and Hammer, 2009).

We have found that many of the self organising geological systems 
described in this overview can be placed into the powerful paradigm of local 
ampli�cation and lateral inhibition. Dendrites form through positive feedback by 
nucleation and lateral inhibition mediated by depletion of the diffusing species 
that form the dendrites. For travertine terraces, the lateral inhibition is caused 
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by the reservoir of water that accumulates behind growing rims and drowns 
upstream rims. For fracturing patterns, the positive feedback consists of stress 
concentration at the crack tip, while a lateral inhibition loop might be provided 
by cracks that relieve stress and set up “stress shadows”.

Under some conditions, such systems self organise into regular patterns 
of dots, stripes, waves or other shapes with a more or less constant spacing. It is 
therefore of interest to identify characteristic wavelengths in these patterns. Self 
organised, more or less regular patterns are seen in some geological cases, such 
as dissolution scallops, Liesegang rings and columnar jointing. On the other 
hand, we have not yet been able to establish whether travertine terraces are 
regularly spaced or not (Hammer et al., 2010). Another interesting case, which is 
still unresolved in this respect, is the possible lateral spacing of carbonate concre-
tions in sediments (Fig. 1.1). The possibility that similar self organisation in the 
vertical direction gives rise to “diagenetic bedding” has been heavily debated and 
modelled (e.g. Böhm et al., 2003). Regular patterns formed by local self enhance-
ment and diffusion of a chemical inhibitor are often referred to as Turing patterns 
(in a broad sense). The extent to which this reaction-diffusion mechanism is 
important in geological and biological pattern formation is still unknown.
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	 Figure 1.1	 Possible metre scale wavelength between carbonate concretions (marked by 
arrows) along a mudstone bed in the Elnes Formation, Middle Ordovician, 
Oslo region. In this picture, the carbonate concretions are largely weathered 
out to form cavities in the surrounding mudstone. Field of view is ca. 10 m. 

1.1.2	 Travelling fronts and oscillations

Pattern formation by competitive Turing-like mechanisms takes place concur-
rently over the whole domain. An alternative is sequential pattern formation, 
in which a morphogenetic zone moves across the domain and leaves a regular 
pattern behind. To place people with regular spacing in a row (Fig. 1.2), we can 
either let them all �rst move into random positions and then move around to 
adjust the distance to each neighbour (concurrent process) or we can start at 
one end and measure a �xed distance from one person to the next (sequential 
process). This distinction has been much debated in biology, where it now has 
been shown that while some regular patterns are produced concurrently (e.g. the 
distribution of hair follicles), others are made sequentially (e.g. the precursors of 
vertebrae in the vertebrate spine).
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	 Figure 1.2	 Self-organised regular spacing of passengers at a metro station in Oslo. 

Liesegang banding is a good example of sequential pattern formation in 
geology (Stern, 1954). This fascinating phenomenon was �rst studied in detail by 
Raphael E. Liesegang (1896 and later papers). He dropped a solution of AgNO3 
onto a thin sheet of gelatin with K2Cr2O7 and observed the development of 

concentric rings of precipitated 
Ag2Cr2O7. It was later observed 
that the spacing of the rings 
followed a geometric series. 
An intriguing aspect of Liese-
gang’s original paper is that 
he emphasises the similarity 
between this phenomenon and 
biological pattern formation – 
in fact this seems to have been 
his reason for carrying out 
experiments in gels: “There-
fore I consider especially the 
formation of structure in struc-
tureless matter and in partic-
ular the peculiar rhythmic 
appearances as important for 
the developmental mechanics 
of organisms” (Liesegang, 
1896; our translation). This way 
of thinking predates the work 
of Turing and later theoretical 
developmental biologists by 
�fty years.

Concentric and parallel 
stripes reminiscent of Liese-
gang banding are observed 
in many geological systems, 
including agates and cherts, 
rhyolite (Fig. 1.3), sandstones 
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	 Figure 1.3 	 Liesegang banding in rhyolite, Argen -
tina. In this case, the banding is related 
to oxidation of Fe during post magmatic 
in�ltration in a process similar to that 
which causes the familiar Liesegang 
banding in sandstones. 
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and limestones (Fig. 1.4). In sedimentary rocks, the bands typically consist of 
iron oxides believed to have precipitated as oxygen diffused into regions in which 
iron was dissolved in pore water (e.g. McBride, 2003; Barge et al., 2011). A similar 
banded appearance can occur when a visible rock face intersects undulating 
primary laminations. In contrast, true diagenetic or weathering related Liesegang 
bands can cross cut the primary bedding.

The mechanism responsible for Liesegang banding has been heavily 
debated and the literature is too large to be adequately reviewed here. The most 
well known model is Ostwald’s (1897) supersaturation theory. In this sequential 
pattern formation model, one reacting species diffuses out from the source into 
a �eld containing another reactant. As the diffusion front travels outwards, the 
pore water becomes supersaturated with respect to the reaction product. When 
precipitation �nally commences, it proceeds so quickly (through the positive feed-
back loop of nucleation and rapid growth from the supersaturated solutions) that 
it depletes the �eld around it, producing a zone of lateral inhibition. As the front 
continues, the process is repeated, leading to oscillation in time and space. The 
delayed response connected with supersaturation is of fundamental importance 
in this process. Such delays, and subsequent overcompensation, are responsible 
for oscillation in many regulatory systems such as predator-prey systems and in 
engineering challenges such as thermostats and autopilot devices.
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	 Figure 1.4	 Compartmentalised Liesegang banding formed between cemented fractures 
in the famous landscape marble ( pietra paesina ) from Tuscany ( cf. McBride, 
2003). This stone was probably �rst used as decorative table tops by the Medici 
family. This is a drawing from F. J. Bertuch’s Bilderbuch für Kinder  (Vol. 5, 1808).
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Another theory invokes an Ostwald ripening process in which larger parti-
cles grow faster than smaller ones (e.g. Sultan and Ortoleva, 1993), producing 
a local positive feedback loop as well as lateral inhibition of smaller nuclei by 
depletion of reactants.

 1.2	Aspects of computer modelling

1.2.1	 Why modelling?

The purpose of numerical modelling in the natural sciences, especially geology 
and biology, is often misunderstood. In engineering, the systems are often rela-
tively well understood, the initial conditions are relatively well de�ned and the 
simulations have predictive power. This is not the case for most geological prob-
lems where we do not understand the mechanisms. So what is the purpose of 
modelling based on insuf�cient knowledge and understanding?

A model is a way to specify and communicate our present understanding of 
the system. Formulating a numerical model forces us to think about the processes 
that could be at work and make judgements about which are likely to be the most 
important. The model is therefore at least a partial cure against fuzzy ideas and 
futile discussion about de�nitions. In this respect, modelling is similar to writing 
down ideas on paper; it is a thinking aid.

The results of modelling establish whether our postulated mechanisms 
are suf�cient to reproduce the most important characteristics of natural patterns 
and how they are formed. The development of a model is an iterative, experi-
mental process in which processes and parameters are changed and tuned until 
reasonable agreement with nature is achieved. This process leads to new research 
questions that can be addressed by �eld observations or laboratory experiments.

Finally, once we have a reasonable, working model, we have access to a 
tool providing a degree of control that is unachievable in the laboratory or �eld. 
We can use the model to study the effects of varying the parameters or we can 
switch off speci�c mechanisms to isolate the dominant processes responsible for 
pattern formation.

For these reasons, we strongly advocate the use of computer simulation in 
all areas of geology, in combination with �eld and laboratory work. This would 
likely require adjustments to the geology curriculum, with more emphasis on 
courses in physics, applied and numerical mathematics and computer program-
ming so that geologists would be able to communicate more effectively with 
modellers.
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1.2.2 	Abstract and mechanistic modelling

The most important decision when developing a computer (or other) model is to 
de�ne the level of detail. It might seem that the model should try to address every 
known process and interaction present in the natural system. However, this is not 
the most effective way to conduct explorative modelling. Apart from the practical 
problems of software complexity and insuf�cient computer power, a full model 
might not provide improved understanding of the higher level pattern formation 
processes. If the model captures the full complexity of the system of interest, 
the results would be no easier to understand than the patterns generated by the 
system itself. In such cases, highly abstracted and simpli�ed (partly phenom-
enological) models can be much more informative. Of course, model parameters 
can be changed at will and observing how this changes the patterns generated 
by the model is a way to gain a better understanding of how the system works.

The universality of certain patterns, independent of the basic mechanism, 
implies that although the model reproduces the natural pattern, it is dif�cult to 
be absolutely certain that the postulated mechanisms re�ect reality. This can only 
be investigated by modelling or laboratory experiment at even more fundamental 
levels.
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	2.	  
REViEW & HistOriCaL pErspECtiVEs

Reactive �uids shape the patterns of the Earth at the surface and at depth. In the 
following sections, we review some of the progress made in this direction, seen 
from our perspective.

 2.1	Growth and dissolution on free surfaces

The literature focusing on three dimensional pattern formation of natural, free 
mineral surfaces in a �uid is not very extensive, although such patterns are 
often illustrated in the context of other subjects. The analogous problems in 
sedimentology, concerning structures such as river channels and sand ripples, 
have received much more attention. One challenge has been the need to bring 
together �uid dynamics, chemistry, computational science and �eld observation 
in single projects.

Before modern computational �uid dynamics became easily accessible to 
geologists, important results relevant to limestone precipitation and dissolu-
tion mediated by �owing water were obtained by researchers interested in karst 
phenomena. Rane Curl (1966 and later papers) studied dissolution scallops and 
�utes by combining theoretical analysis with laboratory experiments on gypsum. 
He linked hydrodynamic parameters (Reynolds number) with surface morphology 
(characteristic wavelength) through dimensional analysis.

Wolfgang Dreybrodt and his student Dieter Buhmann developed models 
for limestone dissolution and precipitation under turbulent �ow and studied the 
relationship between reaction rate and �ow rate resulting from thinning of a 
laminar boundary layer (Buhmann and Dreybrodt, 1985). These concepts have 
been used for modelling pattern formation in cave networks (Gabrovšek and 
Dreybrodt, 2001).

We discuss travertine terracing in some detail in a later section. When 
we started working on this fascinating example of natural pattern formation in 
2004 after having participated in an expedition to hot springs in Svalbard, about 
the only previous theoretical work on travertine terracing was an analysis of the 
growth of a single rim by Wooding (1991). At the time, we did not know that 
physics professor Nigel Goldenfeld and his colleagues at the University of Illinois 
at Urbana-Champaign were also starting to work on this phenomenon using 
similar methods. We were both somewhat surprised and delighted when we 
saw each other’s �rst publications (Goldenfeld et al., 2006; Hammer et al., 2007).
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 2.2	The reaction path  approach to reactive transport

In contrast to the modelling of morphological changes caused by reactive trans-
port on a free surface, reactive transport in porous media has a long history. 
In the following, I (Bjørn) 
give a somewhat personal 
review of the evolution of 
reactive transport model-
ling with a geochemical 
focus. The justification 
for this subjective angle, 
is that the progress in this 
type of modelling, the 
strengths and weaknesses 
of the models, as well as 
some of the individuals 
involved, in�uenced the 
direct ion of my own 
research to a signi�cant 
extent. The people who I, 
as a petrologist, perceived 
as the most influential 
in driving geochemical 
t ranspor t model l i ng 
forward during the last 
50 years are portrayed in 
Figure 2.1. I have had the 
pleasure of meeting all of 
them, except Korzhinskii.

G o l d s c h m i d t 
(1911) introduced equi-
librium thermodynamics 
and the application of 
the Gibbs phase rule to 
explain the distribution 
of minerals in contact 
aureoles around intru-
sive bodies in the Oslo 
region, thereby intro-
ducing the basic concepts 
of the new science disci-
pline geochemistry. In the 
late 50s, Korzhinskii and 
Thomson (Korzhinskii, 

	 Figure 2.1 	 Geochemical transport modelling’s Hall of 
Fame (seen from a petrologist’s perspective). 
Dimitrii Korzhinskii (upper left), Jim Thomp -
son (upper right), Hal Helgeson (middle left), 
Peter Lichtner (middle right), Carl Steefel 
(lower left) and Ray Fletcher (lower right).












































































































































































































































































